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GLOSSARY OF TERMS 

Accelerometer A sensor that measures the specific force (i.e. acceleration). 

Accuracy Deviation of a measured value to a reference value. 

Anchor Any sensor node with known reference position that communicates with other 
nodes to give them reference location data.  

Coordinator or 
base station 

Connected to a certain number of LPS sensor nodes, coordinates positioning 
signals, calculation of position of each node relative to anchor, interface to the rest 
of the monitoring system. 

Data hub Data hubs will be used to locally collect all data from the different sensors 
(acceleration, strain, temperature, position), then transfer this data to the gateway. 

Gateway The communicationôs module central unit where sensor collected data is 
aggregated, formatted, classified, validated and finally transmitted to the PCCDN 
tool for further processing and subsequently overall structural and non-structural 
assessment. Furthermore, the underlying sensor network is monitored and 
managed through the RECONASS gateway in a way that ensures the network is 
operating efficiently mainly in terms of availability, reliability and power 
consumption. 

LAN Local Area Network ï (see Figure 25) LAN access specifies the various interfaces 
between the gateway and the data-hubs and the communication means deployed 
between the data-hubs and the sensors. 

LSN Local Sensor Network ï (see Figure 25) LSN access specifies the interfaces and 
the network deployed between the wireless/wired sensor nodes and the data hubs. 

Precision The repeatability of a distance or position measurement in an unchanged scenario. 

Resolution The ability of the LPS to separate targets (i.e. tags) in close proximity. 

Sensor node or 
tag 

Small locatable device to be embedded at crucial points such as beams and 
columns in the structure. Certain external nodes will be provided with access to 
GPS.   

Strain gauge A strain gauge is a device used to measure strain on an object.  
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EXECUTIVE SUMMARY 

This document D2.1 is the first deliverable in work package 2 in the RECONASS project and it is about the LPS 
and sensor node architecture for the RECONASS system. Following on from the óFull specificationsô deliverable 
(D1.4), with an output of specifications and operational and performance parameters that RECONASS should 
have, we will use the results as a benchmark to select and design the needed sensor nodes and interfaces. 
This deliverable document includes the architecture of the LPS and the different sensors used in the RECONASS 
system and their interfaces to the monitoring system, including: 

¶ local positioning tags, 

¶ network of sensors (acceleration, temperature and strain), 

¶ data hubs (for collecting the sensors and tag data) and communication gateway module (to gather all the 
data in the appropriate format). 

.   
The different technology domain/system components were represented in each chapter of the deliverable (each 
representing a system component). 
In order to derive the system architecture, teleconference meetings and a face-to-face plenary were held to 
discuss the possible system specific components and architecture. Each project partner contributed following a 
proposed structure as follows: 
  

¶ Review the specification deliverable document (D1.4) to identify which components are needed to define 
the architecture and sensor nodes of RECONASS. 

¶ Then for each sensor component, define performance parameters and physical specifications. 

¶ Then select or design the sensors which fit the performance criteria. 

¶ Finally, define the necessary interface of each sensor in the commutation module to convoy sensory 
data to the PPCDN tool. 

  
As this is a research project, this document actually represents the initial system architecture and as the research 
and development activities unfold then the final system and components of the system will be revealed. 
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INTRODUCTION  

RECONASS Project Overview 
  
RECONASS aims to provide a monitoring system for constructed facilities that will provide a near real time, 
reliable, and continuously updated assessment of the structural condition of the monitored facilities after a natural 
or manmade disaster. The above assessment will be seamlessly integrated with automated, near real-time and 
continuously updated assessment of physical damage, loss of functionality, direct economic loss and needs of 
the monitored facilities and will provide the required input for the prioritization of their repair. 
Still another aim of RECONASS is to provide seamless interoperability among heterogeneous networks to secure 
that the required information from the monitored facility can reach, in near real-time, the base station even after 
difficult conditions, such as post-crisis situations. 
In order to achieve its objectives, RECONASS will develop small, inexpensive, wireless, local positioning tags 
that will be embedded in the structural elements of the monitored buildings to report their position to the base 
station. Following a disaster, comparison of the original position of the tags ï in the undamaged state ï with the 
final position of the tags ï in the damaged state ï will be used in order to hypothesize the structural system that 
has emerged from the disaster. This latter system, then, will be used to assess the structural response, damage 
and loss. 
To ensure that the positioning, acceleration, strain and temperature information from the monitored buildings can 
reach the base station, a gateway-PCCDN tool for communication will be developed that will provide redundancy 
at situations of access network unavailability by utilizing multiple and different access interfaces, e.g., GSM, 
UMTS. Remote sensing-based damage maps will be provided, using both air- and space-borne imagery. Near 
real-time construction damage data from the monitored buildings will be used in order to effectively calibrate and 
evaluate these maps.  
Based on the above, a PCCDN Tool will be developed in RECONASS that will provide the recovery stakeholders 
with near real-time, detailed and reliable data and information on the construction damage, loss and needs of 
monitored buildings, continuously updated, and space borne and airborne damage maps (calibrated and 
validated for the buildings monitored) in a much reduced time, fused and integrated with relevant external data 
and information. This Tool will provide international interoperability, allow for customization and expansion and 
permit collaborative work between the civil agencies/authorities and the relief units. 
 
Framework 
 
The purpose of this deliverable is to define the architecture and the interfaces of the system components based 
on the requirements ïuser and technical- defined in D1.4. A preliminary set of specifications has been also 
established per component base within D1.4, however in the scope of WP2 and its first deliverable ï D2.1 ï the 
work focuses on refining them and further advancing on specifying the LPS and sensor node system architecture 
on a close-to-hardware level. 
 
Description of the contents 
 
Chapter 1 describes the local positioning system and the proposed tags-coordinator LPS topology and structure. 
Moreover, it gives some details about the proposed GPS aiding. 
Chapter 2 describes the physical details of the strain, acceleration and temperature sensors and their 
performance parameters. 
Chapter 3 describes the communication module and its components of gateway, data hubs and the sensors 
interface. It describes the overall means of communication and interfaces deployed in order to effectively receive 
data from the sensorsô ecosystem and subsequently convey them to the PPCDN tool where the structural/non-
structural assessment will take place. 
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1. THE LOCAL POSITIONING SYSTEM ARCHITECTURE (LPS) 

1.1. The proposed tags-coordinator LPS topology and structure  

1.1.1. Terms 
 
Regarding LPS performance, there are three basic terms, which are sometimes mixed and are therefore defined 
below: 

¶ Resolution is the ability of a LPS to separate targets (i.e. tags) in close proximity. Resolution usually 
increases with the bandwidth of a system. A system with bad resolution will show two closely spaced 
targets as one. 

¶ Precision is the repeatability of a distance or position measurement in an unchanged scenario. It does 
not contain information on constant systematic errors or biases. A good precision means that the 
variance of a measurement series is small. 

¶ Accuracy is the deviation of a measured value to a reference value. Accuracy in a LPS can only be 
defined when a ground truth reference is available.  

1.1.2. LPS system architecture and distributed nodes configuration 
 
Possible solution and system architecture considering a three-story building (12.5*5*7.5) planning: 
Consider the following structure of a three-storey building. The nodes can be mounted in a case inside the wall or 
outside and attached to the beams and columns of the building. The measuring point of the tag position is the 
antenna. Its mounting has to allow maintenance access to the system. Furthermore the antenna of the RF front 
end needs to see free space. A possible architecture for the two-way signalling scheme is depicted in Figure 1. 
 

 

Figure 1-Possible LPS node distribution in SHM application (locatable nodes in red, reference nodes in green, coordinator in 
grey) 

Sensor node or tag: small locatable device to be embedded at crucial points such as beams and columns in the 
structure. Certain external nodes will be provided with access to GPS.  Once those sensor nodes were assigned 
accurate locations by the rest of the system they become anchors. 
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Anchor: is any sensor node with known reference position (by GPS or by direct measurement of distances to 
other nodes) that communicates with other nodes to give them reference location data.  
Coordinator or base station: connected to a certain number of LPS sensor nodes, coordinates positioning 
signals, calculation of position of each node relative to anchor, interface to the rest of the monitoring system. To 
determine sensor node locations, each node makes contact with at least three already positioned tags. All the 
tags can communicate with each other to be able to find their positions in a 3D coordinate system. It is beneficial 
to use more than three GPS-enabled nodes to have a better geometric dilution of precision computation (GDOP) 
factor and to conduct research on how to benefit from the measured distance between nodes in correcting the 
GPS measurements. Installed accurate GPS-enabled nodes on the roof, 10 accurate nodes as shown in Error! 
eference source not found. to reduce costs, can supply accurate position to the whole configuration as they can 
serve as accurate beacons to the remaining tags. The coordinator can be installed on a per-room basis, where it 
connects to a certain number of nodes. The coordinator nodes are mounted to the ceiling inside the room so they 
can communicate with all nodes installed within the room. 
 
Accurate reference position challenge in RECONASS 
A major challenge to be considered is that the localization system determines positions of tags using reference 
stations. Since both, tags and reference stations, are mounted to the building structure, they are both susceptible 
to movements during building damage. As a result, the reference is shifted and the position of the tags cannot be 
determined anymore. This challenge is planned to be handled by using one accurate real-time kinematics (RTK) 
GPS which serves as a guide to other low-cost GPS modules. This cost-effective solution will give positions to all 
tags and coordinators in a global coordinate system with WGS84 format. Figure 2 shows the planned LPS 
network architecture and its placement in a building. 

 
Figure 2-LPS network structure and placement in building with roof, m floors and n rooms 

The RTK GPS reference system will be placed on the roof or outside of the building together with all GPS-
enabled tags to get a good reference signal. For each room, a coordinator is employed, which connects to a 
certain number of tags (GPS-enabled or regular). The number of tags per coordinator is theoretically unlimited, 
but a practical limit is set by the round-trip delay of the measurement, which determines the update rate of the 
system. Around 10 tags per coordinator can be feasible. The tags on a certain floor connect again to 
neighbouring tags in lower floors, creating a tree-like structure. The algorithm for positioning is envisioned to work 
as follows: 

1. The location of the roof reference is determined with RTK GPS. 
2. All GPS-enabled tags determine their positions, using the data from the RTK GPS for error correction. 
3. The newly positioned tags operate as anchors, now that their position is determined. 
4. Neighbouring tags (e.g. in lower floors or adjacent rooms) are positioned using those anchors. 

RTK GPS 

GPS-enabled tag GPS-enabled tag 

Tag Tag Tag Tag Tag 

Tag Tag 
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é. é. 
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5. The algorithm repeats the positioning procedure from step 3 until all tags in the building have determined 
their positions. 

1.1.3. Integrated circuit approach 
 
The RECONASS tag and coordinator hardware uses an application specific integrated circuit (ASIC) for 
transmitting, receiving and processing radio frequency (RF) localization signals. The localization scheme will be 
based on secondary frequency-modulated continuous wave (FMCW) radar as shown in Figure 3. 

 
Figure 3-FMCW radar chirp signalling scheme 

The FMCW radar uses frequency chirps with a certain bandwidth. Receivers for frequency modulated signals are 
well researched in literature and therefore are easy to implement. The depicted graph plots frequency versus time 
and shows two frequency chirps: the first one is the transmitted one by a station and the second one is the 
received delayed signal either by another station (secondary radar) or by a reflector (primary radar). During the 
time both chirps overlap, there is a difference frequency (beat frequency), which is directly proportional to the 
delay between the transmitted and received signals and therefore the distance between the targets. Technically, 
the difference frequency is detected by multiplying both signals with a frequency mixer and then calculating the 
spectral representation of the resulting signal with a Fourier transform. 
Since the system is supposed to work in the RF domain, suitable frequency bands for operation have to be 
specified. To determine which frequency bands are suitable for a LPS, several constraints need to be considered. 
A large chirp bandwidth is crucial for good resolution. Also, frequency bands with higher centre frequency usually 
offer larger bandwidths. Opposed to that, path loss increases for higher frequencies, thereby limiting the range of 
the system and decreasing the ability of the signal to penetrate obstacles in non-line-of-sight environments. 
Hence, staying below 10 GHz poses a suitable compromise between range and bandwidths since two large 
worldwide license-free industrial-scientific-medical (ISM) bands at 2.4-2.4835 GHz with 83.5 MHz and 5.725-
5.875 GHz with 150 MHz bandwidth are available according to the Electronic Communications Committee (ECC) 
Recommendation 70-0 [9]. Federal Communications Commission (FCC) Part 18 [10] even allows 100 MHz 
bandwidth in the 2.4 GHz band, which will be used for the design. Since the system will be designed fully 
configurable, bandwidths can be switched according to the local regulations. 
Because the targeted range is relatively low (subsystem consisting of coordinator and tags on a per-room basis) 
and so are the transmit powers, the system can be classified as short range device (SRD). SRDs describe radio 
frequency (RF) devices having low capability of interfering with other radio equipment. The ECC recommendation 
defines the powers for SRDs in the specified ISM bands as 20 dBm equivalent isotropically radiated power 
(EIRP) at 2.4 GHz and 14 dBm EIRP at 5.8 GHz. 
 
The block diagram shown in Error! Reference source not found. presents a possible implementation of the LPS 
ardware using the FMCW principle with capability to operate in both specified bands. It consists of an FMCW 
ASIC and a digital module (e.g. Spartan6 Field Programmable Gate Array (FPGA) Module [11]). Furthermore, 
there is a frequency shift keying (FSK) module. Other than that there are some other external components, 
namely the phase-locked loop (PLL), band filters, switches, two power amplifiers (PAs) and an analogue-to-digital 
converter (ADC). The function of the modules is described below: 

¶ FMCW ASIC: It integrates the most important parts of RF signal processing, which is a low noise 
amplifier (LNA) for amplification of the weak received signal, mixer for down-conversion to base band 
and a base band variable gain amplifier (VGA) to further amplify the signal before driving the ADC. 
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Furthermore, the local oscillator (LO) signal is generated by a voltage-controlled oscillator (VCO) on-
chip, including buffers and frequency dividers to work in both specified bands. Together with the external 
PLL, the VCO forms a stable and programmable LO frequency source. Lastly, the ASIC contains PA 
drivers to drive both external PAs for the 2.4 GHz and 5.8 GHz bands. Using external RF switches, the 
signal path can be selected for both bands and for transmit or receive. 

¶ Spartan6 Module: This module handles digital base band signal processing, i.e. Fourier transform, 
distance and position calculation. Furthermore it controls the ASIC and other external components. In 
case of the coordinator, it can contain wireless interfaces (ZigBee, Wi-Fi) or Ethernet. 

¶ FSK Module: This module is used for protocol handling and coarse synchronization between the 
coordinator and tags. It is a dedicated module, because protocol handling in a LPS is a time critical 
process. 

 

 
Figure 4-Possible LPS module architecture with FMCW principle [12] 

A prototype ASIC used in the European Integration Project E-SPONDER is depicted in Figure 5. It was designed 
in a 180 nm BiCMOS technology, measures only 1.56 mmĮ and contains most of the Analogue signal processing 
with the exception of a phase-locked loop (PLL) for chirp frequency stabilization and power amplifiers (PAs). The 
RECONASS system aims for an increased level of component integration by adding the currently external PLL to 
the chip. A high level of integration allows small form factors, lower power consumption and less cost in mass 
fabrication. Furthermore, it might be feasible to also remove the dedicated FSK module and integrate it with the 
transceiver in the chip. This allows saving further board space and power. 
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Figure 5-LPS ASIC prototype used in EU IP E-SPONDER, size 1.3 x 1.2 mmį 

The accuracy and precision of a system with a custom-designed PLL was simulated in comparison with the PLL 
employed in the current prototype. The results are plotted in Figure 6 and in Figure 7, and they show the current 
un-optimized case compared with the results of the custom PLL. Two main issues with the current PLL were 
discovered and solved: 

¶ Crossing of digital signals between clock domains of different frequencies has been optimized to 
minimize timing uncertainties and therefore improve timing synchronization between different units. 
(Clock Domain Issue) 

¶ Glitches in the logic during wideband chirps have been identified, which degrade linearity of the 
generated chirp. (Integer Glitch Issue) 

 
Figure 6- Accuracy simulation results for different distances 

 
Figure 7-Precision simulation results for different optimizations 
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It can be observed that the distance error improves by a factor of 2.5 compared to the un-optimized case. 
Precision is bounded to +/- 2 cm in the optimized case compared to -1/+5.5 cm before. A preliminary layout 
image of the optimized chip currently in design is presented below in Figure 8. It includes the basic transmit and 
receive path of the current prototype with added power management function to save power (selectable power 
down) and the custom integrated PLL. The estimated size is around 2 mmĮ, which is only 0.5 mmĮ larger than the 
current version. 

 
Figure 8-Preliminary layout of improved chip design, size ~1 x 2 mmį 

1.1.4. Reference GPS nodes 
There are two types of GPS modules that can be utilized in RECONASS as reference. The two types of GPS 
receiver modules are code-based and carrier phase-based. Real-Time Kinematic (RTK) technique is often 
implemented with carrier phase-based GPS modules. GPS is a constellation of satellites that orbit the earth twice 
a day, transmitting precise time and position (latitude, longitude and altitude) information. The complete system 
consists of 24 satellites and five ground stations to monitor and manage the satellite constellation. The basis of 
GPS technology is precise time and position information. Using atomic clocks and location data, each satellite 
continuously broadcasts the time and its position. 
 
Code-based positioning 
The traditional positioning technique is based on code-based positioning, because the receiver correlates with 
and uses the pseudorandom codes transmitted by four or more satellites to determine the ranges to the satellites. 
From these ranges and knowing where the satellites are, the receiver can establish its position to within a few 
meters. Code-based receivers are characterized by their low-cost prices. It is planned to use accurate and low-
cost GPS modules and their specifications are indicatively presented below, whereas the final specification will be 
reported within D2.2. The errors that can affect the accuracy of standard GNSS pseudorange determination, that 
is, the determination of the pseudorange to a single satellite are categorized into certain sources with having 
typical error ranges. These errors sources and their typical ranges are shown in Table 1 below:  

Contributing Source Error Range 

Satellite Clocks Ñ2 m  

Orbit errors Ñ2.5 m 

Ionospheric delays Ñ5 m  

Tropospheric delays  Ñ0.5 m  

Receiver noise  Ñ0.3 m 

Multipath  Ñ1 m  
Table 1-Error sources of GPS and their ranges [15] 
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Besides the relatively large errors mentioned previously, the following drawbacks exist in low-cost receivers: 
Å No raw data output or bad accuracy and resolution of raw data (access to NMEA message) 
Å Low update rate 
Å Limited connectivity, power supply 
Å No data recording 
Å No functionality for DGPS, SBAS, RTK Base or Rover 
Å Jamming, Spoofing 

An example of a candidate hardware which serves as low-cost GPS device that can be used for RECONASS is 
the LS20033 GPS module which can be purchased for a price under 60 Euro. It has the following features and 
applications: 
 
Features    
Å MediaTek high sensitivity chipset 
Å Support 32-channel GPS   
Å Fast TTFF at low signal level  
Å Up to 5 Hz update rate   
Å Capable of satellite-based augmentation service (SBAS)  
Å Build-in micro battery to reserve system data for rapid satellite acquisition (not in LS20033)  
Å LED indicator for GPS fix or not fix (not in LS20033)  

 
Application    
Å Personal positioning and navigation   
Å Automotive navigation   
Å Marine navigation  

 
Error modelling 
Intensive research is conducted to characterize the various sources of error that may affect GPS radio signal as it 
propagates from satellite to receiver. The commonly used error model include both the satellite and receiver's 
clock synchronization biases from actual GPS system time, delays due to propagation speed retardation as the 
signal traverses the Earth's atmosphere, multipath interference, antenna phase centre offsets, satellite orbital 
errors, and receiver noise. 
Based on these errors, we can formulate pseudoranges and carrier phase observation models for a single 
receiver [5]: 

╟►
▼ ⱬ►

▼ ╬Ⱳ▼◄ ╬Ⱳ►◄ ╜►ȟⱬ
▼ ◄ ⱴ►

▼◄ ▀◄►▫▬
▼ ▀░▫▪

▼ ╔▼ ╟ꜗ 

l╛ ►ɲ
▼ ⱬ►

▼ ╬Ⱳ▼◄ ╬Ⱳ►◄ ╜►ȟɲ
▼ ◄ ⱴ►

▼◄ ▀◄►▫▬
▼ ▀░▫▪

▼ ╔▼ ║►
▼ ꜗɲ 

0: is the measured pseudorange 

ʍ: is the geometrical range 
Ã: is the speed of light 

ʐÔ: Satellite clock bias 
ʐ : Receiver clock bias 
-ȟ Ô: Multi-path effect 

Ä : Tropospheric delay 

Ä Ionosphere delay 

%: Satellite orbital error 
ʒ : Antenna phase center offset 

": A constant ambiguity term 
l : Wavelength of the carrier signal 

 Receiver noise :צ
 
Those errors can be eliminated by assuming that they will be common in a limited region. 
 
Carrier phase-based positioning 
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In carrier phase-based positioning the range is measured in units of cycles of the carrier frequency. Using GPS 
carrier frequency significantly improves the GPS accuracy because it has much higher frequency and therefore 
more accurate timing. Survey receivers make successful use of both approaches by starting with the C/A code 
and then move on to measurements based on the carrier frequency for that code. The pseudo random code has 
a bit rate of about 1 MHz but its carrier frequency has a cycle rate of over a GHz (which is 1000 times faster). At 
the speed of light the 1.57 GHz GPS signal has a wavelength of roughly twenty centimetres, so the carrier signal 
can act as a much more accurate reference than the pseudo random code by itself. If we can get to within one 
percent of perfect phase like we do with code-phase receivers we can get below 1 cm accuracy. A comparison 
between code and carrier-phase signals is shown in Figure 9.  
 

 
Figure 9-Code and carrier-phase GPS signals (code bits not to scale with carrier wavelength) [4] 

Real-Time Kinematic (RTK) based positioning 
For many applications such as surveying, higher accuracies are required. Real-Time Kinematic (RTK), a 
technique that uses carrier-based ranging, provides ranges (and therefore positions) that are orders of magnitude 
more precise than those available through code-based positioning. Real-time kinematic techniques are 
complicated. The basic concept is to reduce and remove errors common to a base station and rover pair, as 
illustrated in Figure 10. 

 
Figure 10-Real-time kinematics [1] 

 
At a very basic conceptual level, the range is calculated by determining the number of carrier cycles between the 
satellite and the rover station, then multiplying this number by the carrier wavelength. A complicated process 
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called ñambiguity resolutionò is needed to determine the number of whole cycles. Rovers determine their position 
using algorithms that incorporate ambiguity resolution and differential correction. Like DGNSS, the position 
accuracy achievable by the rover depends on, among other things, its distance from the base station (referred to 
as the ñbaselineò) and the accuracy of the differential corrections. Corrections are as accurate as the known 
location of the base station and the quality of the base stationôs satellite observations. Site selection is important 
for minimizing environmental effects such as interference and multipath, as is the quality of the base station and 
rover receivers and antennas. 
Due to the expected higher accuracy from the carrier phase-based receivers, they will be the main selected GPS 
modules for RECONASS. One example for a low-cost carrier phase-based receiver is the LEA-6T [8] from 
UBLOX. Another example of a candidate hardware which serves as RTK GPS device that can be used for 
RECONASS is the Piksi GPS module [2] which can be purchased for a price under 900 Euro. It has the following 
features and applications: 

 
Features 
Å Centimetre accurate relative positioning (Carrier phase RTK) 
Å 50 Hz position/velocity/time solutions 
Å Open-source software & board design 
Å Low power consumption - 500mW typical 
Å Small form factor - 53x53mm 
Å USB and dual UART connectivity 
Å Integrated patch antenna and external antenna input 
Å Full-rate raw sample pass-through over USB 
Å 3-bit, 16.368 MS/s L1 front-end support 
Å GPS, GLONASS, Galileo and SBAS signals 

 
Applications 
Å Autonomous vehicle guidance, e.g. formation flight and autonomous landing 
Å GPS/GNSS research 
Å Surveying systems 

1.1.5. Measures for highly compact LPS   
We describe next the measures for making the highly compact LPS. The newly designed chip should have the 
following features: 
Å Broadband operation from 2.3-3.1 GHz and 4.9-6.3 GHz (covers two ISM bands) 

ï Part of multipath and interference mitigation strategy  
ï Resolution enhancement possible to 16.5 cm in worst case reflective scenario (single band 

operation has up to 130 cm worst case) 
Å Improved digital synchronization hardware  

ï Improved RF signal and time synchronization stability  
ï Precision enhancement to up to 2 cm (simulation results) 
ï Accuracy enhancement to up to 1 cm (simulation results) 

1.1.6. Analysis of the technical specifications 
 
The following items are a list of requirements based on end-user requirements that are relevant to the LPS: 

¶ The sensor network shall be easily switched on with one button (this will be in coordination with other 
sensors) 

¶ The system shall tolerate power break down for some hours Pass/Fail Statement: At least: 72 hours. 
This will be supported by power back up system. 

¶ The system shall start automatically after power break down 

¶ The LPS system shall inform about place of damaged sensors and the maintenance measures 
necessary to ensure functionality.  

¶ Sensor data acquirement and data transmission must be fast enough to allow near real-time damage 
assessment (Real-time capability) 
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¶ Wake-up capability to save power 

¶ Memory for saving history of positioning data 

¶ To be triggered by accelerometers 

¶ Movement of persons inside the building should not cause signal reflections or interfere the line of sight 

¶ If the whole system (sensor nodes and coordinator) moves due to e.g. an earth quake, the LPS should 
be capable to update the new location of the coordinator and the corresponding tags 

¶ Possible mounting of sensor nodes could be a box inside the wall, with antenna poking out 

¶ Update rate : 1 Hz (Higher update rate are being worked on) 

¶ Power Supply: Power grid connection possible, with backup battery 

¶ 10 cm accuracy, 10 cm resolution 

¶ Coverage for the complete system: 200 m 

¶ Coverage for one room: 30 m 

¶ The system shall provide GIS-ready data. The positions of tags are represented in the world geodetic 
system WGS84 based on GPS data. 

¶ To be interfaced with accelerometers and other sensors for updating location through dead reckoning 

¶ The system shall tolerate power break down for some hours. (Pass/Fail statement, ñat least 48 hoursò 

¶ The system must start automatically after power break down 

¶ The system shall send failure messages and maintenance information to a central unit collecting data 
from different buildings 

¶ The life expectancy of the sensor network/monitoring system shall be >25 years 

¶ Battery powered sensor and communication units shall have battery change intervals of > 2 years  

¶ Sensor units are small enough to be integrated into the building structure during construction 

¶ Maximum sensor unit size shall be 25X50X100 mm (This might be exceeded, the goal is to come closer 
to this size) 

¶ Parts of the sensor network / monitoring system shall be allowed to be connected by cables for power 
supply and communication 

¶ Conformity with the relevant regulations shall be reached and declared (EC) 

¶ The system shall deliver data and results via WLAN  

¶ The system shall allow to monitor measured or calculated data during an intervention to enhance safety  

¶ The sensor network/monitoring system shall be connected with other monitoring systems (e.g. fire 
detecting system) 

¶ Resilience in multipath environments shall be met 

¶ Integration into the building structure and antenna design 

¶ Low power consumption to support power life shall be supported 

¶ Enhanced range in reinforced concrete buildings 

¶ Common framework of communication for sensor networks 

¶ Communication gateway must be interoperable to bridge between different types of sensor networks 

¶ Fault tolerance ï if sensor nodes fail the communication system must reroute the data paths 

¶ Interoperability: the gateway should be capable to operate different wireless access technologies 

¶ Sensor data acquirement and data transmission must be fast enough to allow near real time damage 
assessment 

¶ Results of comparable research projects must be monitored to ensure standardized interoperability  

¶ The possibility to install additional position tags for first responder-teams. (This will be possible under 
certain scenarios)  

 
Based on user requirements we reached the user specifications and we can summarize the important technical 
specifications that belong to the LPS as: 
 

¶ Coordinator has wall power supply and supplies nodes on a per-room basis by cable  

¶ Use 12 V lead-gel or lithium-based battery for backup  

¶ Implement wake-up strategies to save battery life  

¶ LPS provides numerical location of every node in WGS84 format 
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¶ Physical size of tag estimated 140 x 80 x 27 mmį 

¶ No size specifications for the coordinator, probably similar size, but thicker for battery  

¶ Data transmission by ZigBee or Ethernet (from internal history memory) 

¶ GPS antennas will be placed outside of the building in a position with a clear sky as much as possible 

¶ LPS antennas will be placed inside building 

¶ Accurate reference position is achieved through a differential GPS using few RTK receivers  

¶ below 10 cm accuracy and precision 

¶ Coverage for the complete system: 200 m and coverage for one room: 30 m    
   

1.2. Accurate positioning algorithms and GPS error reduction algorithms 

Next, we describe how to reduce errors in low-cost GPS modules based on data from limited number of highly 
accurate GPS modules. This algorithm will reduce costs by reducing the number of the used expensive accurate 
GPS units. Theoretically, we need only one accurate GPS reference for the whole building to guide the other low-
cost units. For the project we need to deploy large number of low-cost receivers (C/A or carrier phase to reduce 
costs). We follow a similar approach to the differential GPS operation principle to correct for the errors in the 
pseudo range measurement. The differential GPS needs a fixed known position of a GNSS receiver, referred to 
as a ñbase stationò.  In our case the base station is determined to a high degree of accuracy using PIKSI RTK 
GPS receiver. Corrections are sent from the RTK GPS base station to the low-cost receivers. The base station 
compares the ranges. Differences between the ranges can be attributed to satellite ephemeris and clock errors, 
but mostly to errors associated with atmospheric delay. Base stations send these errors to other receivers 
(rovers), which incorporate the corrections into their position calculations. Differential positioning requires a data 
link between base stations and rovers if corrections need to be applied in real-time, and at least four GNSS 
satellites in view at both the base station and the rovers. The absolute accuracy of the roverôs computed position 
will depend on the absolute accuracy of the base stationôs position. Since GNSS satellites orbit high above the 
earth, the propagation paths from the satellites to the base stations and rovers pass through similar atmospheric 
conditions, as long as the base station and rovers are not too far apart. Differential GNSS works very well with 
base-station-to-rover separations of up to tens of kilometres and in our case we have more limited spacing.  
 
The use of multiple low-cost carrier phase GPS based receivers for accurate positioning have proven to be a 
valid approach and with the differential tracking based algorithms, a centimetre-scale tracking accuracy at an 
update rate of 1 Hz can be reached [5]. The differential tracking algorithms work well for the giving accurate 
relative positioning, not absolute position, with accuracy clearly below 10 cm. It should be noted that the 
differential tracking algorithms need at least 5 satellites in view to start working and converge to the accurate 
solution. The accuracy is dependent upon the baseline distance from reference station to the GPS receiver. It is 
roughly in the range of 1-5 cm (for baseline <10Km without considering multipath error). If absolute positioning is 
needed, the relative positioning can be converted to absolute simply by placing the reference module at a 
stationary known in advance position (This option can be investigated in the implementation phase). Moreover, 
we can reduce errors in low-cost GPS modules based on data from limited number of highly accurate GPS 
modules. We will develop algorithms that can improve both local and global positioning systems. 
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2. STRAIN, ACCELERATION AND TEMPERATURE SENSORS 

2.1. Strain sensors 

2.1.1. The strain gauge sensors architecture 
 
The strain gauge selected together with the developed signal conditioning circuit for this type of structural health 
monitoring is a state of the art bespoke pre-wired precision strain gauge, stacked (round carrier) rectangular TEE-
Rosette. Rosettes are normally used to compute the value of stress at a particular point. The plotted results as 
shown in Figure 11 will form a Mohr circle, which gives the value and orientation of principal strains.  
 

 
Figure 11-Mohr circle displaying the orientation of the principle strain 

The selected TEE-Rosettes strain gauge has two measuring grids laid out in a Cartesian coordinate X-Y Pattern. 
Different arrangements may be requested to cover most strain measurement applications. The rugged 
construction and flexibility make these general purpose strain gauges suitable for static and dynamic 
measurement with a high degree of accuracy. The measuring grid is formed by etching Constantan foil, which is 
then completely sealed in a carrier medium composed of polyimide film. These strain gauges are pre-wired with 
either two 3-ft (1 m) leads or three 9-ft (3 m) leads. Standard strain gauges have temperature coefficients 
matched to steel. The framework of strain gauges will consist of structural nodal attachment of the TEE-Rosettes 
5% biaxial strain gauge to the reinforcement bars within the ground floor concrete columns and beams of the 
structure to be monitored. The sensor will be attached using e.g. TT300 (strain gauge adhesive) cement which is 
a heat-cured, 2-part epoxy adhesive that can be used to bond polyimide-backed strain gauges for strain 
measurement up to 200ÁC (392ÁF). The sensor will be installed in a known direction from which it is possible to 
measure compressive or tensile strains that each column or beam may be subjected to as a result of earthquake 
and/or explosion as shown in Figure 12.  
 

 
Figure 12-Possible nodal positioning of the strain gauge sensors in the pilot building. 

The pre-wired strain gauge, biaxial TEE-Rosette will deliver the measured strain data to the data hub, where they 
will be collated, converted and subsequently forwarded to the gateway to further establish the necessary strain 
data exchange channel and process between the database (i.e. PCCDN) from which the client structural 
algorithm can access to analyse health of the structure post disaster as shown in Figure 13. 
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Figure 13-Strain and temperature sensor input and output signal connection. 

2.1.2. Description of the strain gauge sensors and performance parameters 
 
Framework 
The TEE-Rosettes have two measuring grids (X-Y Pattern) forming a metallic strain gauge that consists of a very 
fine wire or, more commonly, metallic foil arranged in a rosette grid pattern. The grid pattern maximizes the 
amount of metallic wire or foil subject to strain in the parallel direction (Figure 14). The cross-sectional area of the 
grid is minimized to reduce the effect of shear strain and Poisson Strain. The grid is bonded to a thin backing, 
called the carrier, which is attached directly to the test specimen. Therefore, the strain experienced by the test 
specimen is transferred directly to the strain gauge, which responds with a linear change in electrical resistance. 
Strain gauges are available commercially with nominal resistance values from 30 to 3,000 ɋ, with 120 and 350 ɋ 
being the most common values for the Rosette type. 
 

 
Figure 14-Pre-Wired Strain Gauges, Biaxial TEE-Rosette 

A representative operative circuit for the TEE-Rosette strain gauge configurations, as shown in Figure 14 
assumes that the lead wire resistance is negligible. Although ignoring the lead resistance may be beneficial to 
understanding the fundamentals of strain gauge measurements, doing so in preparation can be a major source of 
error. As an example we consider the 2-wire connection of a TEE-Rosette strain gauge shown in Figure 15 and 
we further assume that each lead wire being connected to the strain gauge is 15 m long with lead resistance 
RL equal to 1 ɋ. As a result, the lead resistance adds 2 ɋ of resistance to that arm of the bridge. Also adding an 
offset error, the lead resistance also desensitizes the output of the bridge. 
One can compensate for this error by measuring the lead resistance RL and accounting for it in the strain 
calculations. But, a more difficult problem arises from changes in the lead resistance due to temperature 
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fluctuations. Given typical temperature coefficients for copper wire, a slight change in temperature can make a 
measurement error of several microstrain. 
Using a 3-wire connection can eradicate the effects of variable lead wire resistance because the wire resistance 
affects adjacent legs of the bridge. As seen in Figure 15b, changes in lead wire resistance, RL2, do not alter the 
ratio of the bridge legs R3 and RG. Therefore, any changes in resistance due to temperature cancel out each 
other. 

 
Figure 15-2-Wire and 3-Wire Connections of Quarter-Bridge Circuit 

 
Module description, key performance parameters 
The TEE-Rosette specification of the strain gauge is multipurpose gauge that will suits exactly the measurement 
criteria required for the RECONASS project (see D1.4), but due to the very high measurements of 5% strain (or 
50,000 ɛstrain) the gauge will be reusable post any disaster as shown in Table 2. 

 

 
Table 2-Tee-Rosette strain gauge specifications 

Strain analysis 
The stress-strain relations associated with two principal strains (צ ÁÎÄ צ) and principal stresses ʎand ʎ are 
as follows: 
 
























































